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Sound source localization will play a major role in the new location-aware applications
envisioned in Ubiquitous Computing. We describe the design and performance of three ar-
chitectures and corresponding protocols that use a variation of the Time-of-Flight method
for localizing three different kinds of devices, namely 802.11-enabled PDAs, 3G cell phones,
and PDAs without network connectivity. The quantitative assessment is based on the de-
ployment made with 6 sensors in a 20x9m room, serving over 10,000 localization requests.
Our experiments indicate that all architectures achieve localization within 70cm of the ac-
tual position 90% of the time. The accuracy is further improved to 40cm 90% of the time
when geometric factors are taken into consideration. The effects of noise and obstructions
are also analyzed. Within Im localization error, realistic noise degrades the accuracy by 6
to 10%. The presence of obstacles, such as humans and cement columns, has no observable

effect on the performance.

I. Introduction

Context-awareness is one of the major components of
pervasive, or ubiquitous, computing. “Context” can
be broadly defined, but it includes some notion of lo-
cation. Location-aware applications interpret the loca-
tion data obtained from localization systems and pro-
vide the users with specific information depending on
their location. We have developed WebBeep, a cheap
and easily deployable location-aware system for in-
door use [4, 10]. The main goal behind WebBeep
is to add location-dependent virtual browsing experi-
ence to users who are navigating in an indoor physi-
cal space with a roaming device. The users are pro-
vided with location-specific, dynamically generated
web pages. A target space for such a system is, for
example, a supermarket. In this deployment scenario,
the generated location-dependent web page includes
information such as promotional items close to the
user, items they have bought last time they were at
that location, etc. The users can also search for an

*This work has been supported in part by the University of
California MICRO grant no. MS-33822, in partnership with
Microsoft Corporation, and by the National Science Foundation
Award No. CCF-0347902. A fraction of this work has been pub-
lished in the Proceedings of IEEE Consumer Communications
and Networking Conference (CCNC’05), in January 2005. The
current submission extends the previous work with new architec-
tures and protocols, as well as with extensive experimental results.
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item and see the location of that item, as well as their
own location on a map generated by the web server.

In the process of developing WebBeep, we con-
sidered several indoor localization systems. Unfor-
tunately, existing systems use specialized hardware
which is neither easily available nor easily attachable
to the variety of off-the-shelf mobile devices we are
considering. Therefore, we developed an indoor lo-
calization system, called Beep, that is both cheap and
universally applicable, as it senses audible sound -
a medium available in virtually all roaming devices.
The use of audible sound eliminates the need for addi-
tional infrastructure at the user end. Furthermore, lo-
calization techniques based in sensing audible sound
have the potential to be applicable to a large range
of applications involving the localization of human-
made sounds.

This work is a comprehensive exploration of the
opportunities and limitations on the use of audible
sound as localization medium for off-the-shelf mo-
bile devices. The reminder of the paper is organized
as follows. Section III sets the mathematical foun-
dations of the problem of positioning with audible
sound, and describes our estimation technique. Sec-
tion IV describes several architectures and protocols
that we have experimented with. Section V presents
the extensive experimental results, section II features
the related work, and section VI concludes the paper.
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II. Related Work

Previous work related to the development of indoor
localization systems has been reviewed in a compre-
hensive survey by Hightower and Borriello [5]. In this
section we discuss systems that use sound as the local-
ization medium.

Active Bat [3] is the pioneering positioning system
in using ultrasound as the medium for localization,
and Beep takes inspiration on its use of the Time-
of-Flight (TOF) lateration technique. In Active Bat
users carry tags equipped with radio frequency (RF)
transceivers and ultrasonic speakers, while base sta-
tions equipped with the same RF technology and ul-
trasonic microphones are mounted on the ceiling. For
localization to take place, the tag synchronizes with
the base stations via an RF signal and emits an ultra-
sonic pulse at the same time. Active Bat has been re-
ported to achieve an accuracy of 9cm 95% of the time,
but base stations have to be precisely mounted on the
ceiling in large numbers to accommodate the required
sensor density.

Cricket [12] also uses RF and ultrasound, but it has
a different design goal than Active Bat and Beep. In
this system the beacons advertise their location (phys-
ical or symbolic) to listeners carried by the users. The
location advertisements and beacon-listener synchro-
nization are performed via RF. The listeners then use
ultrasound TOF measurement in order to determine
their distance from each beacon in their range. Hence,
a listener can either adopt the closest beacon’s ad-
vertised location as its own, or perform lateration on
three TOF measurements to infer absolute location.
Cricket has been reported to perform 100% accurately
on 1.2x1.2m regions.

Aside from infrastructure costs, the above systems
impose their specialized hardware on end-users, i.e.
tags and listeners. Beep differs from that work in that
it takes advantage of any off-the-shelf hardware that
has audible sound capabilities. Localization is per-
formed using variations of the established TOF tech-
nique that can be used by devices with no ultrasonic
capabilities and with heterogeneous sound production
characteristics. The lack of special hardware on the
user end makes Beep comparable to sound source lo-
calization systems. Two of these systems have re-
cently been proposed.

Bian et al. [1] describe a sound source localiza-
tion system designed to infer communication activ-
ity between people. The system consists of 4 quads
(sets of 4 microphones in a rectangle pattern), care-
fully placed to cover most of the house where it is

deployed. The system first computes time delay esti-
mation for each pair of microphones and then consid-
ers peak weight and applies steepest gradient descent
method in searching for the location of sound source.
Their approach to the source localization is similar to
ours, the main difference being the estimation method,
explained in the next section. They report an accuracy
of 68cm 95% of the time, which is similar to our re-
sult for the interior points. The effect of noise is not
reported.

Scott and Dragovic [13] report a system for lo-
cating finger clicks and hand clapping. Localization
is performed by constructing a non-linear system of
equations consisting of times-of-arrival, microphone
locations, measurement error, time-of-send, and lo-
cation of the sound source. The known variables
are then substituted, and the unknowns (time-of-send
and sound source location) are calculated using the
Levenberg-Marquardt minimization method. This ap-
proach is conceptually similar to Active Bat’s and to
ours. The main difference is in the estimation method
employed, explained in the next section. Their 3D
finger clicking experiment resulted in an accuracy of
27cm 90% of the time. Although this result seems bet-
ter than ours (40cm 90% for interior points), it must
be assessed in the context of their experiment: their
3D results pertain to a 1.8mx1.8mx1.2m volume en-
closed by 6 sensors and using all 6 sensor measure- -
ments, while ours (in 2D) pertain to a 20x9m room
covered by 6 sensors and using only the measurements
reported by the 3 closest sensors. Our results show
that it is possible to obtain good accuracy with a much
sparser sensor infrastructure.

Beep is similar to these systems in that it also
performs sound source localization. However, the
sensed sounds are considerably different. Human-
made sounds can be considerably harder to process
than the simple and highly controlled sounds we use
in Beep. Therefore, the results reported for Beep can
also serve as a baseline to in-door localization of nat-
ural sounds: with sufficiently accurate identification
of those sounds (i.e. signal processing), the accuracy
of localization should be similar to Beep’s, and any
degradation will be due to dealing with the signal’s
complexity.

III. Positioning with Audible Sound

One of the most widely used localization techniques
is trilateration based on the Time-of-Flight (TOF) of a
beacon signal sent from the device and detected by the
sensors. In this scenario, the roaming device informs
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Figure 1: Distribution of the delay for the iPAQ
H5550, with 100 measurements performed. Note that
100ms corresponds approximately to 34m.

the sensors to start a timer and immediately transmits
a predefined acoustic signal, which is then detected by
those sensors deployed at fixed points. Knowing the
time-of-send, the sensors can infer the acoustic sig-
nal’s time-of-flight after detecting the signal, which,
multiplied by the speed of sound, corresponds to the
roaming device’s distance to each sensor.! Assuming
ideal conditions where all n sensors report the correct
distances D; from the roaming device, the following
spherical equations hold, and have a unique solution
(z,y,2) in 3D:

- X)?+@-Y)?+(2-2Z)?=D¢ ()

where (X;,Y;, Z;) are the coordinates of the ith sen-
SOr.

In general, the value of (z,y,z) can be derived
uniquely from four sensor measurements, when the
corresponding sensors have positions in 3D space. If
the sensors are in a single plane (e.g. ceiling of a
room) and the roaming devices are always located on
one side of the plane, then (z,y, 2) can be derived
uniquely from three sensors in general position within
the plane [11].

For devices with radio capabilities, then the “start
timer” message can be sent by radio and, capitalizing
on the speed difference of radio and sound, we can as-
sume that such message is instantaneous and can ac-
curately establish the time-of-send. For devices with-
out radio capability, some other approach is necessary
to establish the time-of-flight.

Unfortunately, the conditions we observed are far
from ideal, and the direct application of this technique
produces results that are severely flawed. Specifically,

'For the purposes of this discussion, we assume that the speed
of sound is constant, but, as noted in Section V that is not the case
in practice.

we observed that these devices have a significant delay
between the time at which the microprocessor issues
the command for the sound to be played and the time
at which the sound is actually played. We also ob-
served that the precise value of the delay varies con-
siderably with the type of the device, and even with
the device itself, and, for that reason, cannot be fac-
tored out easily. Figure 1 shows the distribution of
measured delays for one of the devices we experi-
mented with, an iPAQ H5550. The behavior of other
types of devices is very similar, but the average de-
lay has considerably different values: 250ms (approx.
86m) for the iPAQ H3670, 100ms (approx. 34m) for a
Samsung i600 cell phone and 45ms (approx. 15.5m)
for a Sony Vaio laptop. The delay has significant im-
pact on the accuracy of trilateration: the perceived
time-of-flight at the sensors is much larger than the
real time-of-flight since it includes the unknown de-
lay.

Under these conditions, and assuming that the sen-
sors are placed on the same plane (Z; = 0), the local-
ization problem is the geometric problem of finding
(z, v, 2) satisfying:

(- X2+ y-Y)?+22=(Ri—d)?® (2

where d is the distance associated with the unknown
delay, and R; is the distance reported by the ith sensor.
The quadratic terms are identical in each equation
and therefore can be eliminated by subtraction, leav-
ing a linear system. The family of equations has four
unknown variables and requires a minimum of four
equations for a solution in the general case. It is sen-
sible to use only the four equations associated with
the four closest sensors since these are the most likely
to be accurate and the most likely to correspond to
straight propagation paths. Using more than four sen-
sors could give better accuracy, at least in some situ-
ations, but would require a better model (e.g. proba-
bilistic) to resolve possible inconsistencies. Thus, by
renumbering the closest sensors from 0 to 3, the entire
problem reduces to solving the linear system:

z(2X; —2Xo) +y(2Y; - 2Yo) +d(2Ro — 2R;) = R2— R?
3)
for z,y,d with i = 1,2, 3, and then deriving z as

z=%\(Ro—d)? - (- Xo)> - (y - Yo)? (4

and using the fact that all the sources are on one side
of the plane containing the sensors to resolve the sign.

These equations are a variation of the TOF tech-
nique, the difference being that they include an extra
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delay/distance variable. In fact, these equations are
well-known in GPS systems. In GPS terms, this de-
lay/distance is accounted for in the distances reported
by the GPS receivers, known as pseudoranges. The
unknown delay/distance in the pseudoranges results
from the difference between the time arbitrarily cho-
sen by the receivers to start listening and the time at
which the transmitter sends the signal. In our case the
problem is further complicated by errors in the syn-
chronization of the sensors and errors in the audio sig-
nal processing (more in Section IV.A). It is also worth
noting that for many applications, the z coordinate is
not important, only the z and y coordinates really mat-
ter, in which case three sensor measurements are suf-
ficient.

Solving TOF in practice, however, is more difficult
than what these equations suggest, because the physi-
cal system, which includes the sound production’s and
the sensing infrastructure’s hardware and software, is
not linear. Small deviations in what the theoretical
R;’s should be can render the system of equations
inconsistent. This problem occurs when implement-
ing localization in practice, and estimation techniques,
such as least squares, Kalman filter, or Levenberg-
Marquardt (used in e.g. [13]) are usually employed.

Instead of using one of these well-known methods,
we approximate the location (z,y, z) of the roaming
device using a simple iterative algorithm that closely
models the physical phenomenon at hand.? The key
observation for our approach is that we know that the
reported distances in each sensor are overestimated by
an unknown, but relatively large, amount. Therefore,
conceptually, we can formulate the location estima-
tion problem in terms of overestimated spheres that
gradually shrink by the same length until they stop in-
tersecting. Figure 2 illustrates the idea in 2D. The es-
timation is done by repetitively shrinking by the same
length the three circles (of radii R;,7 = 1,2,3) ob-
tained from sensor measurements. The intersection
area of the circles always contains the final solution
(z,y). The iteration terminates when the intersection
area becomes smaller than a desired threshold value.
At this point the amount of shrinkage of the original
circles gives the value of the delay d.

IV. Architectures and Protocols

Having established a simple location estimation
method, we now focus on localization system imple-

“We are currently working on processing the experimental re-
sults using different estimation methods, in order to better under-
stand which ones produce better results.

S2
R = r1+d-s1

Figure 2: Distance circles around each sensor before
shrinking (left) and after shrinking(right).

mentations. We designed three architectures and cor-
responding protocols that use our location estimation
method, but that have different properties. The fol-
lowing describes the commonalties among these ar-
chitectures.

The positioning system consists of a set of acous-
tic sensors (S;) that are connected to a central server
through a wireless network. Each of these sensors
has a microcontroller, a wireless network interface
card and a microphone for detecting acoustic signals.
When a user requests positioning, the user’s roaming
device transmits a pre-defined acoustic signal. The
sensors detect this signal, and make an estimate of
the time-of-flight. The time-of-flight is translated into
distance by multiplying by the speed of sound. The
distances are then reported to the localization server.
The localization server, knowing the precise location
(coordinates) of each of the sensors, performs trilat-
eration to determine the coordinates of the user and
reports the results to the roaming device.

Any implementation of this positioning system
needs to include three operations: 1) sensing and de-
tection of the audio signals; 2) identification of the
roaming device requesting to be located; and 3) syn-
chronization of the sensors.

IV.A. WLAN/Sound (WLANBeep)

The first architecture, called WLANBeep, assumes
that the roaming device is equipped with 802.11 wire-
less LAN (WLAN) technology. As such, the signal-
ing between the device and the sensors includes both
audio and 802.11 radio messages. Figure 3 shows
this architecture. The components of this architecture
include: 1) the wireless-enabled PDA as the user’s
roaming device; 2) the sensors; 3) the WLAN as the
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Figure 3: WLANBeep Architecture.

communication infrastructure among all components;
4) the localization server; and, eventually, 5) the web
server, which can generate location-dependent web
pages when it receives a location-aware URL from the
roaming device.

We have designed one interaction protocol to be
used with this architecture (see Figure 4). In this pro-
tocol, the roaming device first contacts the localiza-
tion server to obtain the position, and then requests a
web page from the web server, using a URL with the
position embedded.

The device identification is done through its IP ad-
dress, which the localization server receives on the
first contact. Positioning requests from several roam-
ing devices are queued by the localization server and
served on a FIFO basis —i.e. no requests are lost.

In the absence of positioning requests, the sensors’
audio recording is inactive, and only the radio listen-
ing is active. Once the localization server receives a
positioning request, it broadcasts a message to all sen-
sors instructing them to start recording audio. At the
same time, the localization server transmits a message
to the roaming device giving it permission to play the
audio signal.

As mentioned in section III, for the trilateration al-
gorithm to function properly, the sensors must be syn-
chronized. In this protocol, synchronization among
the sensors is done implicitly by the reception of the
message to start recording. This approach is similar
to that of other protocols that use receiver-to-receiver
synchronization (e.g. [2]). In our case, this syn-
chronization method incorporates an unavoidable er-

Location Web
Server Server

Roaming
Device

Requests location
Locate me

Start recording

Sensor S,

Play sound

Plays audio
signal

Y

Detects
signal

Measured time-of-flight

Triangulates
Position

Location-aware URL (.. store.com/main.himi?loc=10,3]

Lpcation-dependent webpage

Figure 4: Sequence diagram showing the protocol
used by WLANBeep and 3GBeep.

ror caused by the possibly variable time-of-travel of
the radio message from the location server to the sen-
sors. It also incorporates an additional source of er-
rors: the measurement uncertainty of the audio signal
processing at the sensors.3

The rest of the protocol includes the sensors detect-
ing the audio signal and sending their time-of-flight
measurements to the location server, which in turn
performs the trilateration algorithm on the measure-
ments and transmits the calculated position back to
the roaming device. The obtained position is then em-
bedded into a URL and sent to the web server, which
generates a web page based on the user’s profile and
location. The protocol concludes when the web server
sends the generated web page to the roaming device.

IV.B. Cellular Network/Sound (3GBeep)

The second architecture, called 3GBeep, assumes that
the user’s device is a third generation (3G) or GPRS
(2.5G) mobile phone. For the sake of simplicity, we
will generalize 3G to include GPRS during the rest
of the paper. Figure 5 shows this second architecture.
3GBeep utilizes the 3G network, the Internet, and the
set of components mentioned in WLANBeep’s case.
In this architecture the user’s mobile phone must have
access to the Internet through the wireless carrier’s 3G
network, hence making the localization server and the
web server accessible to the mobile phone. The com-
munication between the localization server and the set
of sensors is carried out through the WLAN.

3We perform all signal processing in software, and on top of a
non-real-time operating system (Windows).
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Figure 5: 3GBeep Architecture

The protocol among the different conponents is ex-
actly the same as for WLANBeep (see Figure 4), the
only difference being the network used by the roam-
ing device.

IV.C. Sound Only (PureBeep)

The third architecture, called PureBeep, assumes no
network connectivity on the part of the roaming de-
vice. As such, the signaling between the device and
the sensors is done through audio only, and no data is
passed back to the device. The goal here is to inform
the system of device’s location and not necessarily to
send location-dependent information back to the de-
vice. Figure 6 shows this third architecture.

We have designed a second interaction protocol
specifically for PureBeep. It is significantly differ-
ent from the previous two protocols because of the
absence of radio communication between the roam-
ing device and the rest of the system. This constraint
restrains us from being able to conduct device identi-
fication through radio communication. This problem
can be resolved by encoding the device identifier in
the audio signal itself. We used this technique in our
prior work [8, 7], and others have explored it as well
[9, 6].

Another issue affected by the roaming device’s lack
of radio communication capability is sensors’ work-
ing periods and consequent power consumption. Un-
like the previous protocol, here the system does not
know when the device plays the audio signal. We ad-
dressed these issues using the protocol illustrated in

—>  Wireless (802.11b) message

— = > Acoustic pulse

Figure 6: PureBeep Architecture.

Figure 7.

A subset of the sensors (“active sensors”) contin-
uously record audio, and trigger the localization pro-
cess when they detect the acoustic signal. The sig-
nal played by the device consists of two segments: 1)
the “sync” signal that triggers an active sensor, and
2) the encoded device identifier signal that is played
with a precise delay after the “sync” signal in order
to provide enough time for all sensors to start captur-
ing audio. Once an active sensor detects the “sync”
signal it notifies the localization server, which in turn
broadcasts a message to all sensors in the region of
that particular active sensor, including the active sen-
sor itself. The targeted sensors then start record-
ing until they detect the second segment of the sig-
nal. The sensors subsequently notify the localization
server of their measured time-of-flight and decoded
device identifier.

This protocol may lead to the loss of positioning re-
quests that are issued at positions nearby and at small
time intervals from each other. Consider a scenario
where a busy sensor detects a “sync” signal from a de-
vice, which results in all sensors in that region starting
to record audio in search of the second acoustic signal
from that device. Meanwhile if another device plays
the “sync” signal, it goes unnoticed.

“We decided to make the active sensors contact the localiza-
tion server instead of contacting the neighboring sensors directly,
for a couple of reasons. First, we assume the sensors have no
knowledge of the topology; second, in our implementation we
wanted the active sensor to participate in the measurement. In or-
der to do that accurately, that sensor needs to start recording at
the same time as the others; that is more reliably achieved by the
message from the localization server.
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V. Experimental Results

We have deployed the localization system, along with
the three architectures described above, using a rela-
tively large room, and assessed its performance under
several conditions. This section describes the exper-
imental setup and reports the results. Suplementary
material (data, graphs, sounds and pictures) can be
found on the Web site [14].

The deployment room was, roughly, a rectangle of
23m x 9m (see Figures 8 and 9). Six acoustic sen-
sors were placed in pre-determined positions on the
ceiling in a zig-zag shape.> Each sensor consisted of a
Labtec Verse 333 PC microphone connected to a desk-
top. The localization server was a Pentium 4 PC, at
2.4GHz and with 256 MB of RAM. The trilateration
was performed taking into account the 3 sensors that
reported the closest distance to the sound source.

In this performance assessment of our approach to
sound source localization, we are mainly interested in
the accuracy of the (z,y) coordinates. Therefore the
experiments reported here were conducted in 2D, us-
ing 3-sensor trilateration.® The test device was placed
in the plane at about 1.2m from the floor, on top of
a moving cart (so, the height z is fixed, not mea-
sured). We established 48 test points equally dis-

SThere are reasons for using this configuration, but they fall
out of the scope of this paper. The intuition is that we wanted a
good coverage of the room with the smallest number of sensors.

®Introducing a third dimension is relatively straightforward,
involving an additional sensor reading (4-sensor trilateration). For
preliminary results of WLANBeep in 3D, we refer the reader
to [10].

tributed throughout the room. The manual position-
ing of the roaming device introduced an unavoidable
isotropic error of 6¢cm.

As for the roaming devices, we used an iPAQ
HP 5550 for both WLANBeep and PureBeep, and
an Audiovox SMT 5600 cell phone over Cingular’s
GSM/GPRS network for 3GBeep.” The signal was
played at an intensity comparable to a cell phone ring.

The acoustic signal was a 4.01KHz tone with 0.2s
duration; we used two of these for PureBeep, sepa-
rated by 0.5s of silence. We chose this signal for two
reasons. First, for testing purposes, and without loss
of generality, we wanted the signal to be as simple
as possible, so that we could employ computationally
simple signal processing techniques — in this case, we
used a Goertzel filter.®. Second, after performing a
few tests with the devices, we concluded that their
speakers work best within the 2-6 KHz range. The
0.2s of duration ensures a large audio data set for the
signal processing code to work well without it becom-
ing intrusive for human listeners.

Finally, each “test” at a given test point consisted of
100 localization requests at that test point.

V.A. Performance Under Quiet Condi-
tions

WLANBeep (baseline experiment). Figure 8 shows
the floorplan of the room overlayed with the up-to-
scale bubble plot of the median error of this experi-
ment at all test points (i.e. with 50% of the localiza-
tion requests within those bubbles). The small dark
dots on the plot show the directional bias of the er-
rors. For these 4,800 localizaton requests, the system
performed within 70cm of the theoretical points 90%
of the time.

As the bubble plot shows, different test points have
quite different results, the medians ranging from Scm
(at [10, 5.5]) to 74 cm (at [16, 7.5] and [22, 7.5]).
The most severe errors occur at the edges of the room.
This observation can be better quantified by compar-
ing the histograms of the errors as shown in Figure
10. That figure shows the distribution of the error for
a) all 48 test points in the room and b) the 20 inte-
rior points only.” Taking only the interior points into
consideration, the accuracy of the system improves to
localization within 40cm 90% of the time.

"In previous experiments in another test room, we used a Sam-
sung SP-i600 on Sprint’s CDMA network, which worked with
comparable results.

8Note that we perform all signal processing in software, rather
than in hardware.

“We call “interior points” to all the test points that are inside
the area defined by the 2 lines of sensors.
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Figure 8: Floorplan of the test room overlayed with the bubble plot of the median error at each test point for
WLANBeep under quiet conditions (baseline experiment). The circles, or bubbles, represent the median errors.
The hollow dots at the center of the circles represent the ground truth, i.e. the test point; the darker dots represent
the directional bias of the errors, i.e. the median of the measured z’s and the median of the measured y’s.
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Figure 9: Floorplan of the test room overlayed with the bubble plot of the median error at each test point for
PureBeep under quiet conditions. (See above for explanation of circles and dots).
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Figure 10: WLANBeep. Distribution of the errors for
the combined 48 test points (dark bars and line) and
for the 20 interior points only (light bars and line).

The different results of the test points are due to
factors of angular nature. The most dominant factor
is the angle between the test point and the 3 pairwise
combinations of the 3 closest sensors. For example,
the test point [4, 5.5] establishes the following an-
gles: a=140° (s1-point—s2); f=74° (s2—point—s3) and
~v=146° (s3—point—s1). In the interior test points, these
angles are relatively wide. However, for the points
on the edges, one of these angles can be very small
and even zero. For example, for the test point [0.15,
7.5] those angles are a=5°, 3=35° and y=30°. These
angles play a crucial role in the accuracy of our tri-
lateration method, as it is based on shrinking circles.
A null angle implies handling two colinear circles that
theoretically intersect at exactly one point (so, one cir-
cle is “inside” the other); in these circumstances, very
small variations in each sensor measurement can re-
sult in wide variations in the measured distance. This
angular sensitivity is the drawback of our simple TOF-
based location estimation method, and it remains to be
seen if other approaches will yield better results.

A potential second factor is the angular position of
the microphones with respect to the test point. Other
studies (e.g. [13]) have reported such a dependency.
In our case, however, this does not occur. We moni-
tored the reported distances from one of the sensors,
while positioning it at several angles with respect to
the test point, and there was no noticeable difference.
Different microphones have different angular sensitiv-
ities; ours, placed on the ceiling, proved to be omnidi-
rectional.

PureBeep. The method for detecting the acoustic
signal in PureBeep is considerably different than the
one used for WLANBeep and 3GBeep, since there is
no radio signaling involved. Some preliminary tests
showed PureBeep performed noticeably worse than
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Figure 11: PureBeep. Distribution of the errors for
the combined 48 test points (dark bars and line) and
for the 20 interior points only (light bars and line).

WLANBeep. After improving the signal detection
method, we extensively tested PureBeep in the 48
points of the test room. Figure 9 shows the bubble
plot of the median errors in PureBeep and Figure 11
shows the histograms of those errors.

The results for PureBeep were similar to those ob-
tained for WLANBeep. The medians are not exactly
the same as those reported for WLANBeep at each
test point. We attribute the differences to small setup
errors that, especially at the boundaries, can have rel-
atively large effects on the results. But on average,
and similar to WLANBeep, the edge test points per-
formed worse than the interior points. Considering
all test points, localization is within 74cm 90% of the
time (vs. 70cm 90% in WLANBeep); for the interior
points only, localization is within 44cm 90% of the
time (vs. 40cm 90% in WLANBeep). Again, these
differences fall within the margin of error of the ex-
perimental setup.

3GBeep. A few preliminary tests indicated that
the performance of 3GBeep was similar to the per-
formance of WLANBeep, the major difference be-
ing the time that it took to serve each positioning re-
quest. While in WLANBeep the request/response was
about 500ms, in 3GBeep that cycle took an average of
800ms, due to the utilization of the 3G network. In
all other aspects, particularly with respect to the de-
pendency on the angles, the behavior appeared iden-
tical. Based on those preliminary tests, the 3GBeep
experiment included only 5 points (100 measurements
each) that had proven to be relatively well-behaved for
WLANBeep, so that we could study the effect of the
3GBeep architecture on the results.

Figure 12 shows the scatter plots of the results,

along with the median errors at each point. These
plots give a birds-eye view of the localization behav-
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Figure 12: Scatter plot for the results on the 5
test points comparing WLANBeep (left) to 3GBeep
(right). The test points were: [2, 5.5], [4, 1.5], [4,
7.51, 16, 5.5] and [8, 3.5].
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Figure 13: WLANBeep vs. 3GBeep. Distribution
of the errors for the combination of the 5 test points
shown in Figure 12.

ior for the two architectures. Figure 13 shows the his-
tograms for the combined measurements. For these 5
points, 3GBeep tends to perform slightly better than
WLANBeep in placing more results within 20cm of
the theoretical points (57% in 3GBeep vs. 30% in
WLANBeep), but the 90% mark is slightly worse
(50cm in 3GBeep vs. 40cm in WLANBeep). In any
case, the differences are within the margin of error of
the experimental setup.

V.B. The Effect of Noise

The performance of any sound-based localization sys-
tem is affected by the presence of other sounds — these
other sounds are considered “noise.” The effect de-
pends on the kind of noise, on the kind of signal that
is being detected and on the signal processing meth-
ods employed.

In a first experiment, we tested the effect of two dif-
ferent kinds of noise on the performance of WLAN-
Beep, namely white noise and a 440Hz tone (central
A). The following setup was used. We placed the
roaming device at the test point [4, 5.5], which had
shown a median error of 20cm in quiet conditions. Di-
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Figure 14: WLANBeep’s performance in the presence
of two kinds of noise. Intensity values (dB) reported
by sensor 3m away from the test point.

rectly underneath the device, we placed a pair of desk-
top speakers connected to a computer. Those speak-
ers produced the desired noise continuousely, at con-
trolled intensities. As the noise was on, the device
performed 100 localization requests. This setup es-
tablished the same Signal-to-Noise Ratio (SNR) at the
sensors, even though the sound intensities registered
by the sensors were different. The results are shown in
Figure 14. The intensity values (dB) shown in the fig-
ure are those reported by one of the sensors only (the
one 3m away from the test point), and they serve to il-
lustrate the ranges involved. Note that, at that sensor,
-60 dB corresponded to our quiet conditions, and that
the measured signal intensity was -40dB. The SNR,
though, was the same at all the sensors.

As Figure 14 shows, the performance of the local-
ization is unaffected by the increasing noise intensity,
up to certain SNR thresholds, after which the pres-
ence of noise severely deteriorates the performance.
As seen in the figure, the thresholds for the two kinds
of noise are different. For white noise, the break point
is around 13%, when the median error suddenly in-
creases to over 2m. For the 440Hz tone, the degrada-
tion is more gentle, and the break point is around 2%,
when the median increases to 2m. In other words, the
figure shows that the performance of WLANBeep is
reliable when the beep signal is at least 5% more in-
tense than the single tone noise (at SNR = 1.05 the
median error is still under 60cm); as for white noise,
the performance of WLANBeep is reliable when the
beep signal is at least 15% more intense than the white
noise (at SNR = 1.15 the median error is under
30cm).

These differences are due to the choice of beep
signal (a 4.01 KHz frequency), the signal processing
method employed and the different interferences that
the two noises have with the beep signal. Once a lo-
calization request is issued, each sensor proceeds to
analyzing the sound stream to determine the exact be-
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Figure 15: WLANBeep’s performance in the presence
of realistic noise.

ginning of the signal. The presence of the beep fre-
quency in the noise will interfere with that analysis.
White noise contains all frequencies, including 4.01
KHz, therefore it has a relatively strong effect. But
any sufficiently loud noise, even one that does not con-
tain our frequency (such as 440Hz), will eventually
disrupt the signal processing, because of scaling fac-
tors at the sound card and because of fixed thresholds
used in the signal processing code.

Although these experiments give insights into the
behavior of the localization system in the presence of
noises with simple models, they fail to capture any re-
alistic situation. Therefore we made a second exper-
iment involving realistic noise. We tested the perfor-
mance of WLANBeep as well as of PureBeep, since
they involve considerably different signaling. In this
experiment, the speakers were placed at the center of
the triangle defined by three sensors, and localization
was performed at 5 test points within that sensing area
that had shown to be well-behaved.!® The noise con-
sisted of a superimposition of music and radio talk,
and therefore its content was beyond our control. The
intensity measured at the sensors was between -49dB
and -43dB most of the time — we chose this range af-
ter having measured the intensity of ambient noise in a
local supermarket. Figures 15 and 16 show the results
for WLANBeep and for PureBeep, respectively.

As expected, the data shows a degradation of the re-
sults when noise is present. But, contrary to what the
previous noise experiments might suggest, the degra-
dation is graceful. For WLANBeep, and for these 5
test points, 93% of the time the error is within 50cm
for quiet conditions and 80cm for noisy conditions; or,
seen in another way, with noise, only 73% of the lo-
calization requests fall within 50cm of the theoretical

10Note that the SNR was different for the 3 sensors, and those
differences varied from test point to test point. This variance was
intentional, as it further simulated realistic conditions.
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Figure 16: PureBeep’s performance in the presence of
realistic noise.

test point (vs. 93% in quiet conditions). For Pure-
Beep, and for these 5 test points, 86% of the time the
error is within 50cm for quiet conditions and 100cm
for noisy conditions. With noise, only 69% of the lo-
calization requests fall within S0cm of the theoretical
test point (vs. 86% in quiet conditions). For the 1m
range error, a reasonable value for many applications,
WLANBeep degrades from 100% to 94% (i.e. 6%
loss of accuracy) and PureBeep degrades from 97% to
87% (i.e. a 10% loss of accuracy).

As seen, the results for PureBeep in these 5 test
points are slightly worse than WLANBeep’s, but the
values are close to the margin of error of the exper-
imental setup. Nevertheless, the results suggest that
the different signaling mechanism of PureBeep may
play a role on its weaker tolerance to noise. In a Pure-
Beep architecture, better signals and signal processing
techniques are necessary to more accurately establish
the acoustic synchronization message from the sound
source to the sensors.

V.C. The Effect of Obstructions

In real deployments, we must consider situations
when the source of the sound is obstructed. We tested
our system for some of those situations.

One of the most likely obstructions is by the hu-
man him/herself: the person holding the beeping de-
vice may not be facing the sensors directly. In order
to find out the effect of this configuration, we tested
the system at different test points while placing the
tester’s body in the direct line between the device and
one of the sensors. Table 1 shows the results for two
of those tests; all other tests had similar results. This
kind of obstruction seems to have no effect at all in
the accuracy of the localization.

Finally, we tested the effect of a cement column as
obstacle. For that, we placed the device in the corner
of the room along x=6m, specifically in the two new
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Table 1: The effect of obstructions made with the hu-
man body. (Error values in cm)

[2,5.5] [4,3.5]
Median 90% | Median 90%
Baseline 24 40 13 20
Obstruction 23 40 12 20

test points [6, 10] and [6, 9.5] — the latter being further
inside the corner. Both of these had no direct line of
sight to one of the sensors, and both of them are edge
points.

Although there is no baseline data for these test
points, because we couldn’t remove the column, the
results obtained are comparable to the results of edge
points in general: the median errors were 52cm and
36¢cm, respectively; and the 90% mark was 70cm and
110cm, respectively. As baseline comparison, the test
point [22, 7.5], with no obstructions, had a median er-
ror of 74cm and a 90% mark of more than 150cm.

In conclusion, these two types of obtructions don’t
seem to have any effect on the accuracy of the local-
ization. Sound waves, unlike light, make rigid bodies
vibrate, go around corners and fill the space as if there
were no obstacles. In the presence of obstacles, espe-
cially when the material is such that it atenuates the
sound considerably, errors may be introduced by the
extra distance that the waves need to travel from the
source to the sensor. In the cases we tested, the ex-
tra difference is negligible, maybe because the error
of results (70cm 90%) hides the smaller errors intro-
duced when the sound waves bend around these ob-
structions. Other cases may introduce more severe er-
rors and should be carefully assessed.

V.D. Other Effects

During our experiments we observed that the temper-
ature of the room affected the accuracy of the results.
The speed of sound in air depends on the temperature
in the following way:

Vsound_in_air ~ 331.4 + 0.6T

Differences of 10C, which are normal indoors, can
have an observable impact on the results. We ad-
dressed this problem by making the speed of sound
a parameter of our system, rather than a constant. In
real deployments the room temperature should not be
assumed as constant, but it could be automatically sent
from a thermometer into the localization system.

VI. Conclusions

We presented a comprehensive exploration of the use
of audible sound as localization medium for off-the-
shelf mobile devices. The problem of positioning with
audible sound was formulated given empirical obser-
vations related to the audio behavior of those devices.
In particular, we have identified a source of uncer-
tainty related to a sound production delay introduced
by the device. We addressed this problem using a
variation of the time-of-flight method that is similar
to the technique used to factor out the pseudoranges’
offset in GPS systems. We then proceeded to explore a
number of architectures and corresponding protocols
to localize and identify a source of audible sound. We
have used as sources of sound Wi-Fi enabled PDAs,
3G mobile phones, and devices with no network con-
nectivity.

In all three cases our experiments yielded results
that were fairly accurate, namely within 70cm of the
actual position 90% of time. Taking angular fac-
tors into account, the accuracy is 40cm 90% of the
time. We studied the effect of different kinds of noise,
namely white noise, a 440Hz tone and realistic back-
ground noise. As expected, noise degrades the accu-
racy. We have shown how the different kinds of noise
have different effects on the accuracy. The presence
of realistic noise results in an accuracy that is still be
acceptable for many location-aware applications.

These results are promising, considering that the
medium of localization is something as ubiquitously
available as audible sound played by off-the-shelf mo-
bile devices.

Even though the sound we used was played at a
reasonable audio volume, comparable to that of cell
phone rings, one concern with this approach for in-
door positioning is the potential annoyance caused by
audio transmission. One possible improvement is to
make the sound more pleasing and less intrusive by
disguising it as a cell phone ring. We have done some
work along these lines [8] that can address this issue.
The other possible improvement consists of making
the system even more robust in noisy environments.
This is yet another reason for moving away from sin-
gle frequency sounds and adopt more interesting sig-
nals with specific patterns that survive collisions with
other signals.
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